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–Alan Turing

“Can machines think?” 



Turing test

http://www.smbc-comics.com/?id=2999 
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Supervised Learning



SUPERVISED - CLASSIFICATION



SUPERVISED - REGRESSION



Unsupervised Learning



UNSUPERVISED - CLUSTERING



UNSUPERVISED - 
DIMENSIONALITY REDUCTION



SEMI SUPERVISED



REINFORCMENT LEARNING 
ALPHAGO
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Use cases



VOICE ASSISTANTS



FRAUD ANALYSIS



ADVERTISING



https://ai.googleblog.com/2014/11/a-picture-is-worth-thousand-coherent.html

IMAGE CAPTIONS



https://blogs.nvidia.com/blog/2016/01/05/eyes-on-the-road-how-autonomous-cars-
understand-what-theyre-seeing/

SELF-DRIVING CARS



https://www.youtube.com/watch?v=P18EdAKuC1U

IBM WATSON



RECOMMENDATIONS
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BASKET ANALYSIS



HEALTHCARE



Learning process
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EXAMPLE



Classify conference 
talk abstracts into 
tracks





Code. 
https://github.com/mmatloka/machine-learning-by-example

https://github.com/mmatloka/machine-learning-by-example


What can be improved?



 “I will present Big Data 
topics” 

“I”, “will”, “present”, “Big”, 
“Data”, “topics”

What can be 
improved? 

(Tokenizer)



 “I will present Big Data 
topics” 

“I will”, “will present”, 
“present Big”, “Big Data”, 
“Data topics”

What can be 
improved? 

(n-grams)



STEMMING & LEMMATIZATION



 “communities”, community” 

“commun”

What can be 
improved? 

(Porter Stemmer)



 “communities”, community” 

“community”

What can be 
improved? 

(Lemmatization)



TF - Term Frequency 
(HashingTF!) - number of 
times term occurs in given 
document 

 IDF - Inverse Document 
Frequency - occurs many 
times in documents set

What can be 
improved? 

(TF & IDF)



What can be 
improved? 

(K-fold Cross-Validation)



val	paramGrid	=	new	
ParamGridBuilder()	
		.addGrid(hashingTF.numFeatures,	
Array(256,	512,	1024,	2048,	4096))	
		.build()	
			
val	cv	=	new	CrossValidator()	
		.setEstimator(pipeline)	
		.setEvaluator(evaluator)	
		.setEstimatorParamMaps(paramGrid)	
		.setNumFolds(5)		
			
val	cvModel	=	cv.fit(trainData)

What can be 
improved? 

(Grid search)



https://imgs.xkcd.com/comics/machine_learning_2x.png



Articles & references
• https://www.csee.umbc.edu/courses/471/papers/turing.pdf 
• http://spark.apache.org/  
• https://databricks.com/try-databricks  
• https://ai.googleblog.com/2014/11/a-picture-is-worth-
thousand-coherent.html  

• https://arstechnica.co.uk/information-technology/2017/05/
deepmind-alphago-go-ke-jie-china/ 

• https://www.kaggle.com  
• https://github.com/dylanmei/docker-zeppelin  
• https://github.com/databricks/spark-corenlp  
• https://www.coursera.org/learn/scala-spark-big-data
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